Using the Assessment Data
Eric Kaler:
We have two speakers with us today physically, and two others who are admirably reducing their carbon footprint by staying home. We will therefore test technology in the second part of the session and see if they can in fact appear virtually. 

Our first presentation will be by Cathy Lebo, and it is entitled Selective Excellence in Doctoral Programs: Targeting Analytics to Best Use. 
Cathy Lebo:
It's always good when the technology works especially on a project like this. I'm going to talk today about two key questions, and we can talk about the complexity of the data. There is information here on over 5,000 doctoral programs in 62 fields at more than 200 universities. We could talk about the data in excruciating detail, and I'm going to try this morning to keep the conversation a little bit more at the 20,000 foot level and talk about two issues, primarily how we can put our analytic efforts to best use. 
We're trying to reduce the complexity of the results to provide meaningful information for our programs. We want to be able to tackle strategic questions at the core of doctoral education. Roughly 1.3% of the US population aged 25 or older has a doctorate. More men than women have doctorates. Men are twice -- more than twice as likely to have a doctorate as women. Minorities are rarely represented in many fields of study in the doctorate. We know that we have significant issues with attrition and time to degree in doctoral programs. Clearly the NRC can shed light on many of these core questions in doctoral education. 
And we also -- I'm going to talk just briefly at the end about a few of the issues that need to be considered if you're using the NRC data. And especially since we know there's going to be some revisions today that are coming out, my talk is really about the potential of how to analyze this data pending the final revisions to the data. 
We can use the results to the NRC to tackle three different questions; most importantly to manage academic programs to understand where we can work to improve programs. We can certainly rank the competitive position of programs in linear fashions. Some institutions are more interested in that outcome than others, and there's a good deal of potential here for consumer information especially for prospective graduate students. 

So I'm going to focus today on talking about using this information to manage academic programs and suggest that they were really better served, rather than looking at the comprehensive ranking models, but looking at the individual data elements that we collected and think about how those elements shed light on components of doctoral education. These are the three distinct purposes for the use of the NRC information or information like this on graduate education that really should not be conflated.

In some ways, the comprehensive survey and regression rankings are a distraction from our ability to be able to look at the core components of doctoral education and understand what we need to change in order to improve programs. In many ways we don’t really have the kind of data we need yet to do a true linear ranking of programs.
This is just one data element in the study. It's a slide showing the distribution of publications per allocated faculty member in 117 programs in economics. Not much of a spread there from 0 to 1.37, and a distribution that looks like this, you're going to see a lot of schools clustered at the same value and a significant different in rank dropping from a cluster of 20 to below that can often be based on a fairly insignificant difference in the underlying value. 
Fundamentally, we're all grappling with the same problem. And I'm using the phrase "selective excellence of doctoral education" to describe that issue. Program strengths vary with any division, within a university and over time. No university is immune to that fact. Not all programs are created equally. Even the best schools have higher ranked programs and lower ranked programs. We have new programs. We have PhD programs that have been established for many years. The survey and regression models proposed by the NRC established the point that there are multiple paths to excellence, and even the best programs are not excellent at every aspect of graduate education. 
There is another way to think about selective excellence as well that we really haven’t dealt with yet within the confines of the NRC study. In some cases, particularly in small programs, there's a deliberate decision to limit coverage within selected subfields of a discipline. So a small program might be excellent as rated by this information but only have coverage in a specific area within a field. And certainly, we're all limited by available resources, and we all need more resources to be excellent in every aspect of every program. 
These two slides show the survey ranking, the so-called S ranking for all of the doctoral programs at Harvard that were submitted to the study and all the doctoral programs at MIT. We have adjusted the S ranking, the 5th and the 95th percentile, by dividing it by the number of programs in each ranking field. So you can see each program within 100% of all programs within the field, and you can compare across disciplines. Arguably two of the best institutions in the country but clearly they also range of program quality as judged by the NRC study even at these two schools. 
The S and the R rankings again confirm this. There are multiple paths to excellence. Even the very best programs are not excellent at every aspect of doctoral education. In this case, higher ranked programs are closer to the y axis, the left axis closer to 0%. Harvard and Johns Hopkins submitted and had 52 ranked programs in the NRC study. MIT, in contrast, had 28 programs. 
Certainly, in working through the materials released by the NRC, we've selected a set of peer institutions and used that for comparison to look at our own programs. This is a set of selective private universities, and even here you can see quite a range in doctoral education. The number of programs, again, there are more programs in some cases than what were submitted to the NRC study; but based on the NRC results, the number of programs ranges from 25 at Caltech to 63 at Cornell. The total doctoral enrollment in fall 2005 when the information was collected on students in the program questionnaire ranges from roughly 1,200 at Caltech to 3,800 at Harvard. 
So even here where you take two institutions with similar academic arrays that made similar decisions about being focused largely on engineering at Caltech and MIT, but the nature of doctoral education at those institutions is substantially different, about the same number of programs but many more graduate students, doctoral students, at MIT. So they are running larger programs. 

In some ways, the NRC study should be an asterisk on the definition for information overload. It should say " seeNRC study." In many ways, they've provided so much information here that it's difficult to make decisions from that information. We've spent the months since the results were released in September; working to explain, to translate and unpack the results for our doctoral programs. 

We're working with department chairs, with graduate deans, with the provost and the president. And most of these people want two things from us. They want to know, where do we start? It's so complex. Give me one piece of it, and help me understand how that makes a difference and provides information that I need to know to run my program. And they want to know -- they want actionable information. It's tough to get that out of the S and the R ranking. They're all interested in those, but then the question is what next? How do I proceed to make a difference in my program? 
The complexity of the information released by this study forces a thousand analytical choices. There are many, perhaps an infinite number of things we could analyze. And we've got to figure out how to weigh through this and make some strategic choices. Where do we direct our analytical efforts, and how do we focus on core questions for each program. 

Thomas Davenport has been writing about decision-making processes in business analytics. And while we might want to tread carefully in translating this to higher education; I think at least the discussion of the process he is suggesting is instructor for a way to work through the NRC results. 

We need to define key performance factors for each program. What are the prime drivers for each program? How is program A different from program B? Does one program have higher rates of admission and lower completion rates? Is another program admitting a smaller number of students fully funding them and has more success in completion rates. Those kinds of difference occur within a single university across our programs, and the NRC allows us to do these comparisons. They allow us to determine when we're looking at something that's distinctive to a discipline, distinctive to a university, or out of line, different from common practice in that field. 

So the process I'm suggesting here, borrowing from Davenport and trying to adapt our suggestions to higher education is outline here, called Targeted Analytics. And we start by trying to identify core processes in higher -- in doctoral education like admissions or student persistence. Then we're trying to define boundary conditions. We don’t have to determine whether it's better to have people graduate in two years or three years. Instead of trying to split those hairs, we're worried about trying to decide what we don’t want to achieve. We want to limit the number of people who take too long to graduate, and we could just set a boundary condition on something like time to degree or completion rates. We're going to all define peer universities and use that with the NRC results to calculate both national and peer standards to understand what is common to the discipline, what is common to our peer group, and how does our program at our university differ from those two standards. 

And finally, we're going to use that process to define which questions to pursue and try to limit the amount of things that we are analyzing that will make a difference. 
So here are four possible performance domains for our doctoral education, thinking about the kinds of information that are available in the NRC study. In admissions, we want to admit talented students, and we hope they complete the program so we could look at the intersection of GRE scores and completion rates. We know persistence is an issue. In doctoral education attrition rates are high and time to degree is too long in many cases. So we certainly want to look at the intersection of those variables. 
We have benchmark information now from the NRC study on the percentage of faculty and the percentage of students in a program who are female or who are members of an underrepresented minority group. And we could look at issues related to faculty quality like looking at the awards and honors information and citations. I'm just going to speak briefly about the first two, give you two examples from admissions and persistence. 
This chart shows the national information for 117 programs in economics comparing completion rates to average GREs. And you could set the boundaries wherever you want. The point here is to try to break it down into information that lets you understand what's happening and compare that to what's happening at the local university. 
So even if we're just looking at the most talented students that are coming to these programs in the category of having math GRE scores, in this case, over 749. You see that they are almost equally divided between programs. This is a count of programs in the study that have completion rates over 40% and completion rates under 40%. That jives with what we know about doctoral attrition and completion rates from other studies. 
The Council of Graduate Studies PhD completions project that began in 2002 looked at factors that affect completion, and they found that there was little to no difference in academic ability between people who start a PhD program and finish it and those who don’t. They were judging ability from GRE scores and undergraduate GPAs. 
We now look at the peer universities. This is a group of 20 or so selective private universities. How are they doing? Clearly, they are more selective in admissions, and they are -- on average their GRE scores are all above 749, and most of them have pretty decent completion rates if the breakpoint is 40%. But there are four programs that are even under that completion rate. 

So clearly, if you were one of those four programs, that's a place to start, and you have a sense of how that compares both within your peer group and nationally. The CGS study, again looking at factors that affect completion, found that issues like mentoring, financial support, the climate processes and policies are things that effect attrition and completion. We don’t have information on all of that in the NRC study, but again it points you in the direction of where you need to proceed with analysis. 

The second domain - student persistence, again, I'm using completion rates, but now I'm coupling it with time to degree. And in this case the category hopefully that you want to be in is high completion rates, and not too many people with time to degree past six years. Roughly 37%, one in three programs among all economics programs in this study fell into that category. 
If we now look at the peer universities, they're doing a much better job. Half of the programs, 55% fell into that category, and none of the programs fell into the opposite category so the last place you want to be with low completion rates, a long time to degree. 

Okay, so now the two more interesting categories, the other two cells on here. If you're one of the five schools where a lot of your students finish, but they're taking a long time to finish, you know pretty much what you need to look at. In a way, that's the easier category to deal with than if you're one of the four on this chart that has low completion rates, but the people who do finish get through in a decent time. It's harder to tackle that because you have to try to get the students who left and figure out what happened and why they left. But at least it points you in the direction of what you need to pursue. 
So finally, I just want to mention a couple considerations in using the data. There are at least three categories of things that you need to think about. There are and there will continue to be issues in classifying academic programs. It's the nature of developing a taxonomy. I don’t fault the NRC for this. It's just something we didn’t think about in using the results. There are different levels of granularity. For example, on public health you have generalized programs and very specific programs that are ranked in the same field. Schools had to make choices about, in some cases, where to write their program. 

Again, for biostatistics you could be ranked in public health or ranked in statistics. If you're looking at the overall rankings instead of just the individual data elements, you need to take that into consideration. And there are known variants in a field that we should take into consideration. So if you have an anthropology program that has a biophysical emphasis, in many ways you're better off in this ranking because of the nature of publication rates in that field as opposed to a program that is strictly a social program. 
For a lack of a better word, there is noise in the data. There are things that we still need to think about including, how we clean up the definitions, how we make sure that institutions are doing comparable things when they're calculating and submitting data. In some cases, the NRC didn’t get key information on certain pieces, and they had to substitute the average value for the field. We need to think about that. And they made a real effort to try to take size into effect in this study and use per capita measures, but there are still some instances where small programs are penalized for the tanking. 

There were some missing pieces. There were programs that weren’t submitted. There were programs that weren’t ranked because they didn’t meet the threshold for graduate students in five years. There are fields that couldn’t be ranked like language society and cultures in computer engineering. There are key sources of information like books in the social sciences that aren’t picked up. There are programs that have international publications, and those aren’t being represented. And I'm at Johns Hopkins so I do care about research funding, and we need a better measure of research funding by discipline than just asking faculty if they had a grant on a survey.
So looking forward we need to collect fewer variables to be able to do this better. We need to be sure that we can finalize data standards before we begin the collection, and institutions need an opportunity to verify all data. There was data in the study that was collected and submitted by the institutions and data that came from external sources. 

Where do we go from here? We need to reach consensus on the definitions, and there'll be much more discussion about this today. And we need to continue to work to improve the comparability of data. Ideally, we'll establish as Jerry mentioned, a cycle for exchange so we can do this on a regular basis and get it better. And we all know how much effort it took to collect this information, and we've got a final way to make that simpler. Thank you. 
Eric Kaler:
Thank you, Cathy. We will do this at a panel format so we'll have the presentations and then a discussion at the end of the session. Our next presenter is Shelly Conner from the University of Michigan, Using the NRC Data to Broaden the Scope of Program Review. 
Shelly Conner:
Good morning. I'm Shelly Conner, and I am an Assistant Dean at the University of Michigan. And I'm going to discuss how the assessment of the research doctorate program broadens the scope of program review at the University of Michigan.

Program review at the University of Michigan is a collaborate effort that is initiated and managed by the graduate school to identify opportunities to improve graduate education. We bring research about graduate education, as well as, promising practices from other graduate programs to the attention of departmental leadership, such as, the department chair and the grad chair. 

The program review takes a multifaceted look at what graduate education and uses a variety of data. Because data are compiled by the graduate school, we are able to share the individual graduate program's data with the program, but we also provide programs with an aggregate comparative context associated with the four broad fields that we organize the 128 departments within the graduate school. 

The broad fields for us are the biological and health sciences, physical sciences and engineering, social sciences, and humanities and the arts. Data are used to inform guided conversations between the graduate school deans and faculty in departmental leadership roles. 


The goals of our discussions are first to share data that programs do not collect. Because faculty are working with individual students and often know those students quite well, they are sometimes surprised by what data shows when you take a step back and recognize patterns for the overall graduate program.

Second, we want to better understand a graduate program's recent performance and challenges as we explore future directions for the graduate program. What our program review lacks, however, is access to a broad array of disciplines specific compared to data from peer institutions, such as, time to degree, completion rates, career outcomes and aspects of diversity. 


In the past, we used IPEDS data when we could, but it does have limitations. If a graduate program claims that its performance in a given area is in line with disciplinary norms, we in the graduate school have no way to verify that claim. 

The assessment of research doctorate programs offers us the opportunity to supplement our existing program review process by sharing program specific data from other institutions with our graduate programs. Rather than focusing on the rankings, we share specific data variables collected from the 2005-2006 period that were provided in the publicly released data from September 2010. 

We selected seven variables that best align with the topics in our guided conversation that highlight how well students are supported, how successful are the program students, and how diverse are the students in the program. And the selected variables are on the screen. Although the NRC data are dated and imperfect, they offer the reader a way of comparing information across institutions at a common point in time using data intended to be defined similarly. Our selected variables also require minimal explanation. 

When the data were released, we shared the assessment data with all of the participating doctorate programs. Because 1/4 of our doctoral programs participate in program review each year, we had an additional opportunity to have an explicit conversation about the assessment data with the 20 doctoral programs participating this year. 


This slide includes data we extracted and sent to psychology -- the psychology graduate program. Each graduate program is compared to both the University of Michigan defined peers, as well as, institutions designated by the Department of Psychology as peers within their specific academic discipline. 

On the surface, we can determine where our UN program fits within the array of the peer programs within the same discipline. But rather than only focusing on the individual program's performance, as compared to other programs in the same discipline, we used the assessment data to discuss value topics. Consistent with the program review, we tended to focus our conversations on variables when the University of Michigan was an outlier in comparison to the other peer programs in either direction, either exceptionally good or relatively weak. This approach transforms the assessment data into an anchor from which to launch into conversations about topics that are valued in the graduate school. 

As you can imagine, faculty reactions to the NRC assessment data was varied. One faculty member in particular, he said and I quote, "The NRC was a royal fiasco." This faculty member was focused on explaining why the data were wrong and why the NRC rankings do not predict anything of value. Most importantly, he felt that the flawed methodology used by the NRC did not accurately capture the full excellence of his graduate program. 

Fortunately, only one faculty member reacted in this manner. Most programs that we talked with use the assessment data as we intended. For most programs the data allowed us to have a constructive conversation about the program's performance in specific areas. If a program was not performing at the level of their peers five years ago, we talked about the actions the program has or has not taken in the last five years to help narrow the gap.


In some instances, these conversations created identifiable action areas to focus efforts for overall graduate program improvement. In fact, when programs performed well in some areas and not well in other areas, this led to some of the most productive conversations particularly around issues of diversity. For example, when programs told us that underrepresented students simply weren’t represented in their field, we could see that this was true for the majority of the programs. But there were other programs that were doing quite well on recruiting diverse students. 

This allowed us to identify an area in which our program struggles and to identify some successful models that other programs might be -- that our program could then contact and investigate how they are doing having some of the success, to see if we can identify some promising practices that our program can then use. At same time, it also enabled us to understand modest success in the context of our graduate school could be something more successful in the context of the specific discipline.

In some doctoral programs the conversation would focus on steps it had already taken to improve the graduate program since the 2005 data collection. These programs believe that they are stronger now and suggest their improvements would be captured if the assessment were to be repeated. Other doctoral programs were generally happy with the outcomes, and our conversations created the opportunity to highlight our doctoral program's excellence on a specific dimension or dimensions. 

In some we were able to find value in the NRC assessment. A handful of graduate programs proactively share data with peer institutions, but most of the programs at Michigan do not. Our faculty was interested in learning how our program compares to the peer programs. At Michigan, we used the assessment data to supplement our existing program review by offering our graduate program specific comparisons on certain variables. 

Data from the assessment of research doctorate programs also enables us to determine when doctoral is an outlier on a specific variable in comparison to the same program at other institutions. It helps us to understand if our graduate program is leading or lagging on the selected indicator among their peers. 
For me, the most valuable aspect of the assessment data is that it creates a quantifiable anchor for conversations around valued issues like student funding, diversity, completion, and time to degree. 

For example, comments, such as, “There are no underrepresented students in the pipeline” or “Graduate programs in my discipline do not provide full funding to doctoral students” can be challenged with data when peer institutions have successfully recruited and funded students. It enables us in the graduate school to encourage faculty to take a critical look at their graduate program. It also identifies potential graduate programs to follow-up with to learn more about successful practices within the same discipline.

All of these actions help the University of Michigan to maintain and increase the quality of our graduate programs. Thank you. 

Eric Kaler:
Thank you. Now, let's see. Sabrina has her fingers crossed as to whether this will work. The next presentation, A Method to Present and Compare R and S Ranking Ranges Across Programs by Richard Pollenz, who I understand will be with us in a minute. Are you here? 
Richard Pollenz:
Can you hear me? 

Eric Kaler:
There we go. Yes, we can. 

Richard Pollenz:
I can -- all right. I'm ready to go. 

Eric Kaler:
Okay. Go ahead. 

Richard Pollenz:
All right. I appreciate the ability to speak at the conference, and I would echo a number of the sentiments that were presented by the first two individuals. At USF, one of the challenges that we ran into was the fact that the different programs really wanted to have a defined ranking, as it was, from the R and S rankings. 

So because these were presented as ranges for each particular program, and the provost department chairs and others really wanted to know where this placed the program, we wanted to develop a mechanism that would visually allow us to provide the programs with a starting point so that they would be able to see how these rankings were related to each other, and use that as a framework to begin the discussions -- the informative discussions of the individual data points as discussed in the first two presentations. 


So in essence, what I'm suggesting or what we did here was simply give the different programs a mechanism to begin the discussion. So I see that my slides are a little delayed in terms of when I'm clicking them here so I'll look at that on the video and see…. Okay. So you should see another couple of slides. Going here, the bar graph methodology that we used is similar to what was shown in the first presentation, and it was very nice to see the different rankings of all the programs on top of each other on a sort of 0 to 100 point scale. 

So basically, the idea is simply to look at how many programs were in each discipline, and you then can divide that into tenths, quarters, thirds, et cetera, so that you can determine where the ranking range would place the particular program. It's a simple methodology. The idea is that it can be easily understood. It's visual. It's something that you don’t have to have a lot of the other components of the data set to understand, and it can be done by a staff person as well so that you can assign it to somebody that doesn’t have to have a large statistical analysis. 


The choice of using thirds in terms of how we presented this information to the programs was simply based on the fact that in looking at the wide scope of data that was presented in this NRC report, the ranges of a lot of the rankings certainly for our programs here at USF and our peer institutions went over quite a big range. They really couldn’t be fit into a quarter or a tenth. 

If you looked at Columbia, you looked at Harvard, you looked at MIT, you looked at some of the bigger dogs than I would consider us to be at this point, they did have some programs that had very narrow ranges, and those programs may be able to be placed into smaller increments. But as you saw it from the first graph that was presented from the Johns Hopkins presentation, even the programs at MIT had varying ranges. And what we wanted to do was have a single point at which we could held the programs -- of the 20 programs we have, you would be a top quarter or top third program, a middle third, et cetera, and then that could be used to stimulate further discussions. 

So I just want to show you some examples of what we were doing here in terms of some of our programs. So when a slide comes up, the USF chemistry, there were 180 programs evaluated across all of the different universities in terms of chemistry. The USF R ranking was 51 to 116; whereas, the S ranking was 30 to 94. So what we wanted to do was be able to put some context to that. 


So on this graph you can see that we have a bar graph at the top that shows the upper, middle, and lower third of all the programs and the ranking range of USF, which is the one in the middle that has the green bars -- the green tabs on the end, places this program roughly in the middle third of all programs that were ranked. Now, one of our peer institutions that we consider is the one which is program A. The other program would be program B. 


So if this is presented to a departmental chair, what it tells the individual is that the metrics that were used to generate the S and R rankings have a bit of overlap to them that are not identical, that this program based on the total number that was evaluated, clearly fits in the middle third of all programs assessed out of the 180, and that there are metrics and some of the data points in the program A that are probably going to be slightly better than what our program is. And so as we move forward, we can take those individual data elements and begin to explore, just as the first two discussions talked about, getting more into the data and more into the detail of what is going on. 


The next slide shows essentially the assignment of each of these two, the upper middle or lower third of the particular total number of programs that were assessed. So hopefully that will show here in a second. There you go. 

Now, the next graph shows a larger scale in which we look at quarters in terms of trying to place these programs and the reason why we decided to really use the third approach. So on the bottom of this graph, you see that we've broken up the 180 programs into the quarters, and you can see that it's not really easy to kind of give a program chair or the provost a true measure of where these programs would sit. They span too many of the different quadrants. And so this was really the rational for using the thirds approach that seems to be met with general positiveness here. 


Let's just look at one more program. That would be the USF marine science program. And the marine science is a good example of the classification of the program amongst a lot of other programs that probably are not directly comparable. So there were 50 total programs evaluated. There was, again, atmospheric science, oceanography. 

The marine science program really that we have here at USF is a combination of a lot of those disciplines, and the direct comparison to other programs is probably a little bit, I guess, not as one-to-one as in some of the other types. But the USF ranking here is 7 to 30 out of 50, and then the S ranking was 15 to 45. So when this was plotted, you can see that there's quite a bit of range here especially in dealing with a situation in which you have a lesser program. You don’t have 180 here to deal with. You only have 50. And in some of the cases where there was less programs evaluated, what you would see is that there was really no possible way to tell a program that it was assigned to a tenth or a quarter, for example. 

So in this case, comparing the USF to the program A on the bottom, what I can tell a chair by giving him this information is to say that based on the metrics that were used at the time that this was done, that the USF program ranks favorably or compares favorably with this particular program; and therefore, if this is one of the peers that you want to compare to, I can now give you all the data points to begin looking at to determine where there are going to be strengths and weaknesses. 


The next slide simply shows, again, the comparison if you put this into the quarters, and the fact that while you could assign both of these programs to the two middle quarters, you really can't say that it's a top quarter or lower quarter program. 


So by using this approach, the next slide really shows all the programs at USF using the colors to superimpose on top of each of the S and R ranking ranges, as well as, the research activity, the student success range and the diversity range. We were able to make a chart that kind of would indicate to each of the programs where they rank. So the blue indicates that it was a program that rated within the upper -- I mean the middle third of all programs. The green would indicate that it would be in the upper third of all programs evaluated. 


And what you can see here very interestingly by doing this approach is that from a diversity standpoint, nearly all of the USF programs had a very significant comparability to all of the national programs that we evaluated. The student success initiatives that were done also were good. And as you move down in terms of looking at the perhaps more important aspects in terms of provost, such as, research funding and stuff, that the programs had some ways to go to be comparable. But this was a good first approach to allow the programs to vest themselves in what the NRC had and try to wrap our heads around the data. 


So in conclusion, what this kind of study shows is that the presentation of the R and S rankings as bar graphs is an effective initial method to show these ranges in the same context and stimulate dialogue as it relates to how they compare to other programs. It can be used to assign programs to this upper third, mid third, or lower third, and the ability to do this I think is importantly because what it would allow then is the addressing of the question, “Well where do we rank? Where do we rank? Where do we rank?” which is something that we kept getting over and over again. 

You can use it to compare different programs. It can be used to compare dimensional rankings as well. And the whole idea here is that it's not a complex statistical analysis, it's simply a simple visual method that is designed to engage the investigators in further discussion. And what we followed this up with was all the individual 20 data points, just as Michigan showed, to say “Here's what the range of those were. Here's what the median was. Here's where the USF value is. Now let's work to set, again, some benchmarking about what needs to be improved or doesn’t.”

So I thank you very much. Hopefully, that came across okay. 

Eric Kaler:
Thank you. That did work well. Our next presentation is by Martin Fisk, also remotely. 
Martin Fisk:
I'm Martin Fisk. I'm the Interim Dean of the Graduate School at Oregon State University. My co-authors are Walt Loveland who is a professor of chemistry and the chair of Graduate Council, and Chris Bell who is a professor in engineering and also the chair of the committee for the accreditation of the university. 

I'm going to go to the next slide. It basically sets the stage for why we're using and how we're using the data in this -- at Oregon State University. 2011 is the year of the university accreditation, and as you can see, it’s part of a ten-year accreditation cycle by the Northwest Commission on Colleges and Universities. So they accredit universities in the west except for California, and we are accredited along with the major universities in the area, as well as, smaller universities and colleges. 

And there's a new cycle to the accreditation and instead of being once every 10 years, it's become a continuous cycle. Each institution is required to identify core teams which are the mission of the university translated into practice. And the university identified three core themes; undergraduate education, graduate education and research, and outreach and engagement. And it's the graduate education part of the theme where we're using the NRC data. 

We did not use the S or R rankings and comparing nationally but we picked a set of peer institutions. So there are 10 institutions in the peer set. They'll show up on the screen in a second. There are eight land-grant universities without medical schools. Oregon State is a land-grant institution without a medical school. And so those are listed at the bottom of the slide. 


There are two additional schools that are included. Arizona State is not a land-grant institution and does not have a medical school. The land-grant institution in Arizona is University of Arizona, and it has a medical school so we didn’t include them. University of Oregon is the other big university in the State of Oregon, and we included them. 

The two universities, Oregon State University and University of Oregon, have very different missions being the land-grant university is focused on engineering, science, math, agriculture, forestry, oceanography. University of Oregon is quite different. It's more of liberal arts. It has architecture, law, things like that, but we've included them just because they're so close in location and in size. 

So that's the group we used for comparison. And as I said, we didn’t use the S or R rankings. We used the data collected specifically for seven categories. And you can see the list when it pops up. We used publications for faculty member. I'll comment at the very end about the publications for faculty member, citations for publication, number of faculty members with grants, average completion percentage within the length of time indicated in the study six or eight years depending on the field. I should say that we have a limited number of PhD programs in the liberal arts. So the eight-year time scale did not come into play very much. The time to degree, the number of interdisciplinary faculty and average GRE, of course. 


So we used those seven variables, and the next slide describes how we used them. The slide says we have 40 OSU programs they were in the study. And for each program we compared the scores for those seven variables against the peer institutions. So the mean -- standard deviation of the mean were calculate for each metric for each program and compared to the appropriate programs in the other colleges. Not all of the 10 institutions had every program, so some of the comparisons were from less than 10 programs. 

The scores of each program were compared to the means and standard deviations of the scores for the same program in another institution. And we arbitrarily chose a 95% confidence if the OSU program fell within that interval, then it met expectations. If it was above, we said it exceeded or if it did -- if it was below we say it did not meet the expectations. So this was done for each program in the analysis. Most programs, as you can see, met or exceeded expectations relative to the peers on most variables. There were some that met the expectations for all variables -- all seven variables. There were none that did not meet -- there were below expectations for all variables. 


So the idea was to use these seven variables as a way to focus attention on where programs were doing well and where programs might need some extra effort. And I have an example slide in the next picture for chemical engineering for 10 institutions. This is for the number of publications per faculty member and points to institutions by name and identified them by letters, H or J. And you can see out of the 10 institutions two exceeded the number of publications for a faculty by the mean -- exceeded the mean by more than two standard deviations. Two did not and the rest were in the middle. So as I said, we did this for each degree type compared it across the 10 institutions if all 10 institutions had that degree. 

So this will be reported in the accreditation report which is due relatively soon. And the further implications are that the state legislature in Oregon meets every two years. It is meeting right now, and there's a bill before the legislature that would change the way the education is funded within the state, and one of the consequences of that would be a reporting system for the quality of education at Oregon State and the other institutions. 


So in a sense there's a different funding model of land-grant system and it's driven by performance and accountability. And the NRC data or data like it will become part of the university’s responsibility for collecting and assessing that data. So at this point, the university is focusing on having the Office of Institutional Research select data that is the same, data that was collected with the NRC and using that for comparison between institutions. 

And then as I mentioned earlier, one thing that -- some of the data in the NRC study depends on the scale by the number of faculty and at Oregon State University and possibly many other institutions, to counting the number of faculty associated with a given program is not straightforward. For example, we use a grad faculty system in which a member of biochemistry can be a grad faculty member in the department of chemistry and advise students in there, in that field. And some of our faculty -- grad faculty are actually not even at the university. We have government agencies, such as, the US Forest Service, the US Geological Survey, NOAA, and other agencies. Professionals in those organizations can advise PhD students at Oregon State University. 

So the question of how you actually count the number of faculty when determining faculty publications or things that are rated or scaled by the number of faculty then it does become an issue. That’s something we would probably like to try and figure out how to deal with in the future. 


So that's where I'm going to end, and I'll leave it there for questions if there are any. 

Eric Kaler:
Okay. Thank you very much. We have a few minutes left for general discussion. Questions for any of the speakers? Please. 

Participant:
The weakest link in this and that's how you determine who's a participating faculty member. I was actually at an academic institution at the time this survey started, and there was a lot of debate about that. And I don’t know how people feel about that but -- I mean is it -- must you include everyone on your faculty that's in a particular department that's associated with a program? It's not only which departments they're associated with; it’s whether they're actually -- have they had a graduate student in the last 10 years? Does that have any impact on the program? So I'm just wondering if anyone else had any thoughts on that. 
Jeremiah Ostriker:
I think I can be corrected on this, but the intention of the committee was to have people included as a fraction of their time that they spent in graduate activity. So if most of your time was, let's say, a medical practitioner, but you're spending 10% of your time on graduate education, then the university would count you as .1 FTE. That's a way of getting around it and trying to be honest about that. 

Eric Kaler:
Other comments? I think that the spirit of this also is the avoidance of gaming the system. You quite obviously would like to exclude certain of your colleagues, and you'd like to multiply some others. And so the methodology we laid out prevented the multiplication pretty firmly, and it didn’t, as Jerry said, apportions core and other faculty in a way that attempts to get it back. In the corner, please. Please do identify yourselves. 

Jonathan Bagger:
So I'm Jon Bagger from Johns Hopkins. So I received an awful lot of pushback from my faculty about the data itself. And in the end I got the most resonance for thinking about this data by discussing it to them in the terms of its sort of noisy data like you're used to getting from an experiment and try to find the signal in this data. But I'm really surprised to hear, some institutions seem to be really taking the data elements seriously because I've -- many departments have come to me and can prove that much of the data is actually incorrect. Nevertheless, there's still a signal in there. 

So I'm sort of saying, you know, don’t worry exactly what this is. Let's try to learn the lesson, and let's track that ourselves going forward, and I'm using it. It's been very useful to start a discussion, but actually using the data itself has been very problematical for me. And I was wondering if other people had found that reaction from their faculty or not. 
Jeremiah Ostriker:
Yeah, most of the data that we had, we try to include error bars on the data so at least one can assess the noise. 
Jonathan Bagger:
But the problem is -- 

Jeremiah Ostriker:
If you notice, when the points were put there, they were not put with error bars.

Jonathan Bagger:
And it's very hard to actually work backwards and -- personally myself I don’t think there was enough information included about exactly what was done technically for our people to go back and try to even reproduce what was done statistically. But nevertheless, I mean like our math department can show that three of its members produced more citations than the entire department was credited for in the survey and so forth. So I mean, yeah, I can go department by department. Everybody's got a story. I'm trying not to listen to their story, and say, "I don’t care about your story." I'll be there all day listening to each story, but yet there was still a signal, and we should learn what it is -- maybe not department by department, but at least for the overall shape of our program. 

Eric Kaler:
Other comments or responses? Charlotte, do we have people on the web who are able to provide questions or comments? 
Charlotte Kuh:
Yes. There should be a button that says "Questions" on your web screen and please submit questions, and we will ask them here if you have them. 

Eric Kaler:
Please. 

Robert Hauser:
Bob Hauser, National Research Council. If we go back to the graphic that showed the data points for A, B, C for those different institutions, it's easy to see that they're skewed to the right so that there are a lot more below the mean than above the mean. And I would suggest that if that kind of skewed distribution is typical of those publication distributions, which is true, that the median would be a much fairer measure of what's appropriate or having met expectations then as the mean. 
Eric Kaler:
That's a good point. I don’t see anything from the web. Will those show up on this computer? Does anybody know? No? All right. Okay. Well, we are essentially at our appointed time for a break. There is a general discussion period at the end of the morning. So I'll bring this part of our presentations to a close and thank you for your attention and ask you to be back in 15 minutes. 
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